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CHAPTER 5, WAYS OF INCREASING THE RELIABILITY OF UVM'S

5.1. Reliability: Basic Concepts and Definitions; Ways of
Guaranteeing Reliability

Reliability is the capability of a system (element) of carrying
out its assigned functions under certain operating conditions.
No technical device possesses absolute reliability, so failures
and malfunctions are possible when it is in operation. A fail-
ure is a disruption of normal operation during which the system
(element) completely or partially loses its ability to perform
its assigned functions., A malfunction is a self-eliminating
failure caused by the effect of different types of interference
and internal noise on the systenm.

The different types of reliability are: equipment, funetional
and operational, The equipment reliability of a U&M character-
izes its ability to carry out its assigned functions and takes
equipment failures into consideration. The functional relia-
bility of a UVM is determined by the probability of the UVM's
correct performance of its functions under conditions of fail-
ures and malfunctions. This reliability is determined not only
by the degree of perfection of the UVM's equipment realization,
but also by the characteristics of the monitoring systems that
are used, The operational reliability of a UVM is determined
both by the degree of perfection of the equipment and the moni-
torin§ system and the suitability for repair of the device in
question,

It is possible to distinguish the following ways of increasing
the reliabllity of UVM's (or any technical device): 1) improve
the quality of the manufacturing process and the principles of
the construction of the system's elements; 2) improve the
structure and introduce redundancy; 3) improve reliability dur-
ing the operating process.

The first two methods of improving reliability are used during
the process of planning and manufacturing both the elements and

3
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the system as a whole. As a result, the system achleves a cer-
tain ievel of reliability. The third method basically consists
of insuring the level of reliability achieved as the result of
the development and production of the technical systenm.

The basis for insuring the reliability of any complex system is
the use of reliable elements to manufacture the system., The
elements' reliability is arbitrarily evaluated by the intensity
of failures Agj.

Let us discuss the requirements for the intensity of element
failure that are made on modern, complicated information pro-
cessing systems, in which category UVM's are included.

If we take the total number of elements in such systems to be
= 1.106 and require that the avgrage time of failureless
- operation Tp be at least 1-10“-1-10 hours (1-10 years), an ap-
proximate estimate of the intensity of element fallure can be
obtained in the follcwing manner.

The average time of fallureless operation is

. di (1)
Ty \ t—e =
° fj dt R

d(1—P(t 3
A d:(ll-dt==§tdp(0, (5-1)

3

o

where q(t) = probability of failure.
Integrating (5-1) by parts, we obtain

: T, = —tP ()7 - |) P (1) d. (5-2)
Let us assume that over the course of time T,, Ae3 = constant.

In this case, the probability of failureless operation is gov-
erned by an exponentlal law; that is,

P () ==ed!,

For such a law, lim e~telt = O, since the rate of decrease of
P{t) is greater than the rate of increase of t., Considering
what has been said, (5-2) can be written in the form

- n=fpmdt
-0
Systems with Ae} = constant, for which the operational failure
ead

of one element s to the operational failure of the entire
system, are characterized by

_ T,= S e—"llx”‘dt.
5 -
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For ngy = 1-106 and Ty gy >1-10*-1-105 hours,
Ay 1-10-®+1.10-v fallures/hr,

The technology and principles of element constructiorn existing
at the present time make it possible to obtain indices of reli-
ability with respect to failure intensity that are one or two
orders less than this value. In some cases, therefore, it is
impossible to satisfy the requirements for operational relia-
bility of a system without using structural methods to increase
it.

The structural methods provide for: 1) the use of optimally
reliable structures (those that insure performance of the given
functions with minimal system complexity); 2) the introduction
of redundancy into the system's structure in cases where the
optimum structure does not guarantee the required reliability
index value. In control systems that contain UVM's and are
used for general industrial purposes, it is possible to raise
the reliability level basically because of the introduction of
redundancy into the system's structure through redundancy of
individual units or the machine as a whole.

Along with the structural methods, it is possible to increase
reliability by improving the reliability characteristics of a
UVM through the use of improved monitoring methods, improved
maintenance, and the use of automatic methods for searching for
malfunctions.

The developers of control systems based on existing UVM's have
at their disposal only structural and operational methods for
increasing reliability, since the introduction of equipment
changes in a computer's design on an operational basis isy as a
rule, extremely undesirable. The methods of redundancy and
program monitoring are the ones most widely used in such sys-
tems.

5.2, Determining the Required Degree of Reliability of a UVM

Before evaluating the possibilities of using different redun-
daney and program monitoring methods to increase the reliabili-
ty of UVM operation, let us discuss the required level of reli-
abllity of a UVM as an element of a specific control system,

The level of UVM reliability cannot be chosen arbitrarily. It
depends on the level of reliability of the other parts of the
system. As the requirements for UVM reliability become more
rigorous, its cost increases, and at the same time it may prove
to be the case that the resuiting reliabllity of the system as
a whole is limited by either the object of control, or the sen-
sors, or the communication channels,

5
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The probability of system failure for the case where the fail-
ure of one of its parts results in the failure of the system as
a whole 1is

() =1- 1 P(0), (5-3)

where Py(t) = probability of failureless operation of the i-th
part of the system over some period of time.

If we separate the probability of faillureless operation Pp of

" the control unit, then for some fixed t 1t 1is possible to write

(5-3) as '
¢¢=1— PP,

whera P; = probability of failureless operation of the object.

] The dependence of q¢ on P; and

G . P> usually has the form shown
Ot — b Aot L in Figure 5.1.
| Re0d !
93___m4 s ot SO ! With the exception of cases
| L R=09 where the operational fallure
Ol — — o~ —F === ——t of the control unit can entail
!\\\\L-_ =095 injuries to humans, require-
T R AT ments for UVM reliability
' ' T should not exceed a certain
Figure 5-1. Dependence of level, Since an increase in a

probability of failure of a system's reliability is inevit-
system on the operational ably related to an increase in
reliability of the computer its cost, techniques for deter-
and the controlled object, mining the necessary level of
UVM reliability should be based
on optimization of the system relative to the criterion of min-
imum expenditures for the given limitations.

The complete expenses C for a system can be defined in the form
C =z Cq, "‘T Ca +- C[S .

where C, = capital and operatirng expenses respectively;
Cis = 1ogses arising as the result of unreliability of the sys-
tem. ‘

Capital expenses contain two components: 1) Cepl, which does
not depend on r\liability, and 2) Cecp2, which is a function of
reliability; tha: ‘1s,

Cop= C;éx -t Ccp’.n
The Ccp2 component can be evaluated by the formula {10]
Copz = Ceps (quf 7). (5-4)
6
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where C = the component of capitel expenses that depend on
the religéility in the existing (known) system (computer); qyp,
q = probability of failure in the existing (known) system and
the one being developed, respectively; « = a coefficient that
is determined experimentally,

From (5-4) it follows that if q->0, then the additional capital
expenses Cepo~»oo; that is, they increase extraordinarily
rapldly as ghe requirements for the system's operational relia-
bility are raised.

The operating expenses can be defined in the form

C(): (Ccp '1‘“ C’"P ‘:_ C,,Q) tv
where Cep, Cpp, Cyt = costs of the energy, manpower end materi-
als, respect?gely, expended to operate the system per unit of
time; t = time of operation of the system.

Losses from system failure Cqg over time t are determined by
the average cost of the losseés incurred for one failure C,y and
the mathematical expectation of the number of failures M[ﬁo];
that is,

Cip =, M [N, (5-5)

m
-

it being the case that cu ==7ﬂxﬁi;;q, where c4 = cost of losses

=1

for the i-th failure of the system (machine).

In the first approximation, a stream of failures in a system
can be regarded as the simplest and distributed according to
Poisson's law, For such a stream, the probability of the oc-
currence of m failures in time t is

oo e
where a = At and A® = intensity of system failures.

If the probability of failure is low, which is equivalent to a
low value for a, then

. a 5 €
q/[} == lim — QT A== A L.
N mt
—n

M= ilyin

For Polsson's law, the mathematical expectation of the number
of failures is M[ﬁo] = a = A®t, so (5-5) can be written as

Cb =—-‘C~q(t).

7
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| i For a given value of t, q(°) =
; = q = At and C1g~Cayq. Thus,

. 1 the total expenses for the sys-

£ ! tem are
1
|
!

C= Ccp: + Ceps (qg,. 72 A Sl O S X (5"'6)

E} : — The dependence of expenses C on
Lyl the level of reliability P =
=1 - q is shown in Figure 5-2.

- Figure 5-2. Toward determin-
ing the optimum level of UVM The system's optimum level of
reliability in a control reliability can be determined
system. by solving the equation dC/dq =
= 0 for q. As a result of the
solution, we obtain

{]':':' = (1 q’u(lm/c‘w )i [ Y]
or

PE=]— q-t%'

where”?* = optimum value of the probability of failureless op-
eration of the system.

The optimum level of system reliability can also be determined
on the basis of the conditions for producing the maximum gain,
The specific values of P* will, naturally, depend on the cri-
terion that is used.

Knowing the optimum level of system reliability, as well as the
reliability levels of its component parts (in addition to the
UVM), it is also possible to determine the required optimum
level of UVM reliability:

Pryym == PHIT P,
VAL

5.3. Procedures for Redundancy in UVM's and Operating Modes of
Redundant Systems :

Redundancy is based on the principle of using excess elements -
that are not functionally required for normal operation but are
intended only to replace the basic elements in case they fail.

Depending on the way the reserve elements are connected, we

distinguish total, separate and mixed redundancy. Total redun-

dancy means redundancy of the entire system as a whole, Sepa-

- rate redundancy consists of redundancy of individual elements
of the system. Mixed redundancy means redundancy of both indi-
vidual elements and of the entire system.

8
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Thanks to its simplicity, total redundancy is the varlety that

is used most widely. In control systems with UVM's, total re-

dundancy 1is most frequently realized by duplication of the bas-
ic computer with an analogous reserve unit.

Depending on the way the reserve element is hooked up, redun-
dancy can be either permanent or by replacement.

For permanent redundancy, the reserve computer is connected to
the basic one whenever the latter is operating and is in the
same operating mode. Permanent redundancy is used in cases
where even a brief interruption in a system's operation cannot
be allowed., With this redundancy method, failure of one of the
comnputers shouid not affect the system's capabillity to continue
performing its functional assignments. The advantages of per-
manent redundancy are the simplicity of its organization and
the lack of work interruptions, which are inevitable when com-
puters are switched; the disadvantages are the increased drain
on the reserve computer's service life and the necessity of in-
suring the system's ability to function when the permanently
connected reserve computer suffers operational failure,

For redundancy by replacement, the computer that fails is first
disconnected and an analogous reserve computer 1s then connect-
ed. The computer that failed can be disconnected and the new
one connected either manually or automatically. The basic ad-
vantages of redundancy by replacement are preservation of the
reserve equipment's service life, since it can be kept under a
light load or none at all; the possibility of using a single
computer to back up *hkz control units of several monotypical
systems with UVM's, since the probability of simultaneous oper-
ational failure of several computers is very low; the lack of
any need to correct the operating mode and the parameters of
the input and output circuits to which the computer:is connect-
ed. The disadvantages are the necessity of including switching
units with low probabllities of failure in the design of the
system; the organization of a developed system for monitoring
and indicating irregularities; redundancy not only of the
equipment, but also of the Information without which the re-
serve UVM cannot operate when it is connected to the system,

The presence of additional switching devices with limited reli-
ability lowers the overall reliability of the standby system
slightly, whille the need for redundancy of both equipment and
information makes the algorithm for interaction of the operat-
ing and reserve computers coasiderably more complicated. Pos-
sible variants for the organization of computer interaction
:hgn redundancy by replacement is utilized will be discussed
elow,

9
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Redundancy by replacement is used to back up systems with UVM's
only when some interruption in the operation of the control
unit 1s allowed; this Interruption is needed in order to switch
the computers from the operating mode into the reserve mode or
to search for and eliminate defects, and vice versa,

Regardless of the type of redundancy, its organization requires
the inclusion in the system of additional equipment that in-
sures the functioning of the computer complex formed as the re-
sult of the redundancy. The amount of additional equipment de-
pends on the redundancy method used, It is most significant
for redundancy by replacement, As a rule, this equipment is
not mass-produced, but requires special development,

SR q Permanent redundancy, organized
r ek (1) in the form of total redundancy
ISR J by duplication of the comput-

¢ 2) ers, assumes complete "equality
I i [t b o i of rights" of the operating
'—-—.--_-']H computers. For this redundancy
i method, there is no separation
MRy PJE , of computers into basic and re-
1 "7*)1 serve categories. Both comput-
it 1 i sl ers realize identical function-
. . al algorithms. As a rule, all
) | machine assemblles -- process-
*m. ) or, auxiliary storage, communi-

1 (5) cation 1links with the con-

K afuenmy trolled object -- are duplicat-
Figure 5-3., Block diagram of ed. Units for monitoring the
a system consisting of two results of the computation pro-

computers connected in the cess are used as additional de-
rermanent redundancy mode. vices that are included in such
Key: a system. Figure 5-3 is a
1. Computer complex VK block dilagram of a system con-
2, UVM sisting of two computers oper-
3, Communication unit US ating in the permanent redun-
k. Computer interface de- dancy mode.
vice USpM
5. To controlled object The system consists of computer

complex VK and communication
unit US. The US contains computer interface devices USle and
USpMy, with the help of which the UVM's input and output cir-
cults are linked.

In eaciu of the system's computers, the same problem is solved
independently, using the same data. In order to eliminate the
effect of external nolse, each of the computers usually utiliz-
es an asynchronous operating mode., The results of the solution
are compared, for which purpose the interface devices USpM; and

10
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Figure 5-%. Temporal diagram
of the operation of a redun-
dant system using the perma~
nent redundancy method.

Key:

1. Start

2. Duplex operating mode
DRR

3. Fallure of UVM;

L, UVM

5. Initial start subprogram
PNP

6. Functional problem solu-

tion program FRFZ
7. Repeated problem solu-
tion subprogram PPRZ
8. Diagnostic problem solu-
tlon subprogram PRDZ
9., Computer disconnect sub-
program POM
10, Repair
11, Malfunction
12, Correct
1&, Failure
14, Incorrect
15. UVM, correct
16, gimplex operating mode
RR

USE ONLY

USpM, are used, When the re-
sults colncide, they are sent
out into external circuits
along which they go (for exam-
ple) to the controlled object.
The system's functioning in
this mode 1s called operation
in the asynchronous duplex
mode., If the results do not
coincide, actions are performed
to determine in which of the
computers there was a failure
or malfunction, As a rule, a
malfunction is detected by the
method of repeated computation,
using the same initial data,

If a failure occurs, diagnostic
tests are run to determine
which computer failed and the
point at which the defect ap-
peared, During the time when
the computer that failed is be-
ing repalired, the system oper-
ates without it, This mode of
system operation is called the
simplex mode. Figure S5-I is a
temporal diagram of the opera-
tion of a redurdant system con-
sisting of two computers and
that realizes the operating
mode described above, After
the command "Start" is re-
celved, initial start sub-
program PNP is turned on in
each computer, whereupon it
checks to see that the comput-
er's units are in good working
order and that the computer is
ready to function. This same

subprogram prepares the computer to solve functional problems.
Functional problem solution program PRFZ is turned on after a

signal that the computer's units
ceived from the PNP, When a sig
functioning is received, repeate
PPRZ 13 turned on.
lem solution continues after rep
problem or part of it.
in the system, If a failure occ
problem solution subprogram PRDZ

are ready to function 1is re-
nal that the computer is mal-
d problem solution subprogram

If the malfunction was a random one, prob-

eated solution ¢f the entire

Duplex operating mode DRR is realized

urred in the system, diagnostic
is turned on in each computer.

Which of the computers is out of order is determined on the

11
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basis of the functioning of the diagnostic programs. Computer
disconnect subprogram POM discomnects the defective computer
from the system so it can be repaired, while the computer that
is in good working order begins to operate and continues solv-
ing functional problems in the simplex mode.

The operational reliability of a redundant system of this type

- can be evaluated in the following manner. The UVM's belong to
the class of extended-use, multipie-action, repairable systems.
In such systems, as is well known, along with sudden failures
end malfunctions it is possible for gradual failures to occur,

— and the manifestation of such failures in multielement systems

z is extremely complicated. As a rule, in a UVM there are pro-
visions for periodic preventive meintenance, during which ele-
ments in a "critical" state are detected. fhese elements are
replaced with new ones, as a result of which the evaluation of
UVM reliability is usually limited to a discussion of sudden
failures only.

Considering the remarks previously made relative to the nature
of a stream of failures, let the operational reliability of an
unmonitored computer be described by the following relation-
ship:

/’c(t)s.".',cxp [-—.[‘/:l"nl_ (5-7)

Let us designate the degree of multiplicity of redundance (the
number of reserve devices) as mpedq, while the probability of
failureless operation of a unit with a backup is Pred(t). In
the first approximation, the probability of failureless opera-

- tion of a repairable system that is backed up with an equiva-
lent reserve can be evaluated with the formula

Pyrag(fy == 1= [T — P (£)]"red™, (5-8)

where Pj.oq(t) = probability of failureless operation of a
backed-up unit, using permasnent redundancy.

Let it be required that a necessary level of reliability P3 of
the backed-up system be insured; that is, that

l)lvcd(t) b /)3‘ (5'9)
Let Pipeq(t) = Py,
Subs*ituting the value of P (t) from (5-8) into (5-7) and tak-

- ing (5-9) into comsideration, after making the transformation
we obtain

T m_, -H/—-t‘-'—— . 1o
e l”o:—,(l—-— red T—=P) (1 =Tep [T0). (5-10)
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If we expand e't/TO into a serles and take the first two terms
of this serles into consideration, the allowable value of the
average time of failureless operation T, of a computer can be
evaluated in the following manner:

Ty (T ). Y T= By = Trep . (5-11)

A more accurate value of T, can be obtained by solving equation
(5-10) graphically., In order to do this, we introduce the fol-
lowing definitions [10]:

Sillo)==e ™oy f(T) = (1 4Ty To) (1= "rd | T,

; F(re) #7107 Figure 5-5 depicts the graphie
: 10 solution of transcendental
’ equation (5-1C) for two values
bs of £2(Ty), it being the case
05 that fé?To)> £5(Tg).

The formulas for evaluating the
reliability of a backed-up sys-
tem that were presented above
are correct only for a system

Figure 5-5, Toward determin- in which a part that fails is

ing the average time of repaired immediately after the

failureless operation,. failure occurs. If it is not

done until after the entire

system goes out of operation, the effectiveness of the redun-
dancy drops substantially.

In order to deal with elements that fail immediately after they
stop functioning, it is necessary to have special indicators,
the installation of which is not always possible, As was men-
tioned earlier, periodic preventive correction of a system's
reliable properties is used for the purpose of increasing the
effectiveness of system redundancy, In conmection with this,
the preventive maintenance period Tpny should be less than the
average time of failureless operation of one of the j-th sub-
systems into which the system is divided [k1]; that 1is, Tppy<
= <TOJ'
Redundancy by replacement assumes that the computers are cate-
gorlzed as basic and reserve. Under normal conditions, only
the basic computer operates. It carries out all the system's
funetional problem solution algorithms and communicates with
the external equipment (the data transmission equipment) and
the devices for depicting information on the operator's con-
sole, The reserve computer can be in one of the following
- modes: a) turned off (cold, unmonitored reserve), b) waiting

13
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(hot, unmonitored reserve), c) check monitoring (the hot, moni~
tored mode), d) duplicated storage of the most important infor-
mation produced by the basic computer's operation.

In order to reduce time losses at the reserve unit's input, the
last two modes are those primarily used in control systems.

Let us discuss the realization methods and the special operat-
ing features of a backed-up system cperating with duplicated
storage of the most important information., This mode insures
the most rapid engagement of the reserve unit.

In order to insure continuity

of control in case of fallure

of the basic computer, certain
information must always be
present in the reserve unit.
This information is kept in its
internal storage and reflects
the course of the computational .
Figure 5-6, Structural dia- process at the given moment ’

grar of duplicated system the basic results of the caicu- ‘
with redundancy by replace- lations, the state of the con-
ment., trolled object(s), the control
Key: decisions that were made earli-

1. UVM er and are important from the

2. Input viewpoint of continued opera-

3. P tion, and the technical state

k., Circuits for exchanging of the individual units that
information between com- make up the control system. In

, puters general form, Figure 5-6 is a
9. Pout structural diagram of a dupli-
6. Ou%put cated system with redundancy by

replacement, The special fea-
ture of this system is the presence of switching devices at the
input Py, and the output Pg,t, as well as in the circuits for
exchangi%g information between computers POI,

When this redundancy method is used, the requirements for reli-
ability of the switching devices are extremely rigorous, since
the failure of any one of them causes the entire system to fail.

If, in the first approximation, we ignore failures of the back-
up information switching devices, the probability of failure-
less operation of a backed-up system with redundancy by re-
placement can be determined in the following manner:

Poa () =P, () Py () (1 —[1 — P, (£)] ety (5-12)

where Py, (t), Pouy(t) = probability of failureless operation of
the swi%ghes at the system's input and output.

14
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As for the casg of permanent redundancy, let P%r alt) = 3 and
Po(t) = Kne-¥/70, Substituting these values of P red(t) 8nd
Pe(t) into (5-12), we can determine the average tIme of fail-
ureless operation of a single computer:
& T = L+ Trep
e TR, () Py O]

~Trp - (5-13)

For a duplicated system, peq = 1, so that
~ t4 Trap T
VI=Pif[R, 0 B,y (] e

o

_ These formulas -- as was the case for permanent redundancy --

are correct for systems with re-establishment of the reliabili-
= ty properties of the system's elements either immediately after
a failure occurs or during preventive maintenance.

An essential feature of the organization of redundaney by re-

N placement for systems consisting of two or more computers is

; the necessity of exchanging back-up information between the
basic and reserve computers. This feature causes the operating
programs of each of the computers in the complex to be con-
-structured in such a manner that in additionm to solving the
basic functional problems, performance of the following opera-
tions is insured: 1) initial input of the information into the
reserve UVM's memory and the starting of its program in the
check monitoring mode; 2) exchange of data on the state of the
basic and reserve computers’ equipment during operations; 3)
periodic forwarding of back-up information from the main com-

- puter's memory to that of the reserve one; 4) switching of the

- UVM's when an irregularity arises in the basie computer or on
command of the operator; 5) switching back from the reserve UVM
to the basic one when the irregularity is eliminated without,
for all practical purposes, interrupting the contimuity of con-
trol,

Depending on the state of the reserve computer, the following
modes are distinguished: 1) duplex, when the basic and reserve
computers are both in good working order and are both turned
on; 2) duty, when one of the computers is turned off or under-
going repair.

Let us discuss the principles of the program realization of the
duplex and duty operating modes of the redundant system.,

It 1s possible to realize the duplex mode either by simultane-

ously starting two computers that are in good working order and
were not previously in operation, or by comnecting the reserve

15
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Figure 5-7. Temporal diagram of engagement of two
computers in the duplex mode of operation.

Key:
1, Start 8. Reserve
2, Basic 9. Loading

3: Initial start subprogram 10, Information checkiné and
PNP . correction KI
4, Reserve computer initial 11. Reserve computer readiness

load subprogram PNZR check FK

5. Duty mode 12, Ready signal SGR

6. Intercomputer exchange 13. Special start subprogram
supervision subprogram DMO PPR

computer to the already functioning basic one. Depending on
the original state of the computers, the duplex mode organiza-
tlon algorithms will be substantially different.

Simaltaneous starting of the two computers is carried out in
the following manner, The available computers are designated
as basic and reserve. The operation of the basic computer be-
gins with the rumning of initial start subprogram PNPl (Figure
5-7), which enters all the initial information in the comput-
er's internal memory and turns on special reserve computer ini-
tial load subprogram PNZR, With the help of this subprogram
all the initial information is shared with the reserve comput-
er's internal memory, After loading, the reserve computer is -
ready for operation and is turned on by special start sub-
program PPR, The functions of this subprogram include checking
and correcting the information receved from the basic computer
(KI), checking the good working order of the reserve computer's
equipment (FK), and issuing the results of this check (readi-
ness for operation -- or lack of it -- of the reserve computer),
After receiving ready signal SCGR, the basic computer's opera-
tion is interrupted and intercomputer exchange supervision sub-
program DMO i1s turned on. The end of this subprogram's opera-
tions signals the completion of the system's conversion to the
duplex mode,
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Figure 5-8. Temporal diagram of connection of reserve
computer,
Key:
1,2,4-13, See Figure 5-7 14. Reserve computer initial
start subprogram PNPR

Figure 5-7 1s a temporal diagram of the conversion of the com- '
puters into the duplex mode of operation,

A reserve computer is connected to an already operating basic
computer in the following manner. Upon receiving a "Start"
signal, reserve computer initial start subprogram PNPR isg
turned on. This subprogram clears the reserve computer's in-
ternal memory and registers, makes the initial adjustment of
its subordinate peripheral equipment, and issues an inquiry

- about connecting it to the basic computer. When this inquiry

is received, the implementation of the functional programs by

- the basic computer is interrupted and the intercomputer ex-
change supervision subprogram is turned on. This subprogram
prepares the PNZR to forward information to the reserve comput-
er., In order that the transferred information not be obsolete,
the basic computer operates in the duty mode for some time be-
fore the reserve computer is loaded. After the information is
forwarded, the working sequence of the basic and reserve com-
puters is analogous to the one described earlier, Figure 5-8
is a temporal diagram of the connection of the reserve computer,

The exchange of information between the computers includes: 1)
an exchange of interaction signals over special trunks; 2) the
forwarding of numerical information to one of the computers.

The interaction signals are preparatory signals that insure the

_ synchronization of the operation of the basic and reserve com-
puters before the forwarding of the numerical information. The
duty mode is realized most frequently when an irregularity
arises 1n one of the computers,

Let us examine the complex's operation when an irregularity ap-
pears in one of the computers., In this situation, it is
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Figure 5-9. Temporal diagram of process of switching
computers from duplex to duty mode.

Key:
2, 6-8, 10, 13, See Figure 5-7 18, Computer switching sub-
15. Diagnostic tests program PM
16. Defect signal 19, Mode change subprogram IR
17. Disconnect signal 20, Basic program

necessary to disconneect the basic computer and shift the re-
serve computer to the duty mode for the implementation of the
functional programs. The computer that 1s out of order must be
switched to the defect search mode with the help of diagnostic
programs or shut down so that a manual search for the irregu-
larity can be made, A defect signal received from the monitor-
ing units over the interaction signal transmission trunks caus-
es the reserve computer's operation to be interrupted and turns
on intercomputer exchange supervision subprogram DMO, This
program, in turn, on reserve computer monitoring subprogram FK,
which checks the readiness for operation of that computer's
units, and then computer switching subprogram PM. This sub-
program issues a signal to change the defective computer into
the defect search mode and turns on mode change subprogram IR,
which switches the reserve computer into the duty mode for the
implementation of the control system's functional programs us-
ing the available reserve information. Figure 5-9 is a tempor-
al diagram of the process of switching the computers from the
duplex to the duty mode. :

Since the complex i1s composed of identical machines, redundancy
by replacement can be organized by the mixed redundancy method
as well as by total redundancy. For example, peripheral gear
redundancy can be organized along with computer redundancy. In
order to do this, the gear must be fitted with a monitoring
system. When a defect is detected in the peripheral gear of
one of the computers, it is sufficlent to switch only the per-
ipheral gear instead of the entire computer., Figure 5-10 is a
temporal diagram of the process of switching the peripheral
gear when a defect is discovered in the basic computer's per-
ipheral gear. As a result of this switching, the basie
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Figure 5-10., Temporal diagram of process of switeching
peripheral gear.

Key:
2, 6-8, 11, 20, See Figures 22, Peripheral gear defect sig-
5-7 and 5-9 .. nal
21, Switching of peripheral 23. In good working order
gear 2k, Ready

25. Functional monitoring

computer will operate through the reserve computer's coupling
unit, The basic computer's nonworking peripheral gear is dis-
connected and a search is made for the defects in these units,

5.4, Use of Automatic Monitoring Methods to Increase the Opera-
tional Reliability of UVM's :

The equipment redundancy methods discussed in Section 5.3 . in-

crease the probability of failureless operation of a control

system. In order to increase the probability of receiving cor-

rect information at the control system's output, various meth-

ods of monitoring its operation are used.

A set of facilities for automatically monitoring the course of
the computational process and the equipment's fitness for oper-

- ation is called a monitoring system.

UVM monitoring systems are given the tasks of automatically de-
tecting equipment malfunctions and failures with a minimum time
lag relative to the moment of appearance of such defects; cor-
recting errors caused by random malfunctions or eliminating
whatever effect they have; determining the point of failure in
the computer. In control systems, in many cases malfunctions
in the operation of the control unit are as unallowable as
failures, so increasing the reliability of the computation re-
sults is especially important for UVM's,

The classification of the existing automatic monitoring methods
that are used in UVM's is shown in Figure 5-11, Regardless of
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Figure 5-11, Classification of UVM monitoring methods.

‘ Key:
1. Automatic monitoring of 9. Codes with parity checks
UVM operation 10. Diagnostic tests
2. Programmed 11. Method of monitoring rela-
a. Built-in equipment tionships and meaning
. Combined checks
- 5. Testing 12, Modulus monitoring
- 6. Program and logic 1&. Check problems
_ 7. Check tests 14, Algorithmic monitoring
8. Binary counting method 15. Special corrective codes

the type of monitoring, they are all comstructed on the princi-
ple of using redundancy -- temporary, informational, or equip-
ment. Therefore, the introduction of monitoring cannot in-
crease the probabllity of errorless computer operation. Moni-
toring makes 1t possible to increase only the reliability of
the issued information, since with its help all or some part of
the unreliable information is not passed to the computer's out-
put. In commection with this there is a reduction in the num-
ber of solutions passed into the system from the computer per
unit of time, :

Let us discuss the organizational prineiples and the arcas of
application of the various methods for monitoring UVM operation.

The Programmed Monitoring Method. This type of monitoring 1is
based on the principle of using special programs for monitoring
both individual units and the computer as a whole. The basic
advantage of this method i1s that 1ts organization does not re-
quire special equipment; the disadvantage is that more time is
consumed during the monitoring process and additional memory
capacity is needed to store the monitoring programs.
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Programmed control is categorized as being either program and
logic or testing.

Test monitoring is the monitoring of the fitness for work of a
UVM and its separate assemblies with the help of testing pro-
grams., The purpose of test monitoring is to detect failures
and search for the defective assembly or element., Test moni-
toring is done periodically, at times when the functional pro-
grams are not running. Therefore, it cannot be used to detect
malfunctions,

Test monitoring is based on the solution of several problems
with given initial data and the comparison of the results with
standards. If the test problem's solution does not coincide
with the standard solution, it is concluded that either the
computer or one or more of its separate units is not in good
working order. Depending on the purpose, the following varie-
ties of tests are used: check, dlagnostic and check problems.

Check tests are supposed to detect defects in the computer, al-
lowing for the specific nature of the computer's logic struc-
ture and elements., Fach type of industrially produced computer
has a set of check tests, The tests are constructed in such a
fashion that the unit (assembly) being tested is checked under
the most rigorous conditions, while the other units are, con-
trarily, operating under the easiest possible conditions., A
set of testing programs usually has check tests for the arith-
metic unit, the internal and external memories, the control
unit, the system for communicating with the controlled object,
and so forth., Check tests are turned on before a computer or a

~unit begins to operate.

Diagnostic tests are used to determine the location of an ir-
regularity. They are turned on after information about a com-
puter fallure is received and are realized with the help of a
human or another computer. The general software for a computer
also includes a set of dilagnostic testing progranms,

Check problems are used for systematic programmed checking of a
computer. They can be engaged periodically, on the operator's
initiative, or automatically, during the basic problem solution
process. in the latter case, programs for solving the check
problems are entered in the computer's memory and are run at
certain intervals, The decision on the correctness of a com-
puter's operation is made on the basis of the results of a com-
parison of the solution of the cheeck problem with a standard
(the correct answer). Check problems must be formulated so
that they provide a complete check while using little time and
little memory volume for the realization of the check problem
solution program. For serles-produced computers, a set of

20
FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000100100029-8



APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000100100029-8

FOR OFFICIAL USE ONLY

recommended check problems is also part of the general software
system.

Program and logic monitoring is intended to discover random
malfunctions in a computer's operating process and to suppress
the output of an incorrect result, The types of program and
logic monitoring most widely used in UVM's are: monitoring by
the binary counting method, the monitoring relationships and
meaning checks method, and algorithmic monitoring.

The binary counting method checks a problem solution for the
absence of malfunctions according to the following algorithm:
1. P{A; = A»] = result correct, transfer to 3; additional solu-
tion o} A3 and transfer to 2,

2, P{ay = AVA, = A3} = result is A3 and transfer to 3; tranms-
fer tolh.

3, Next computation step, problem is being solved correctly.

L4, Stop -~ irregularity in the computer.

Here Ay, Ay and A, are the results of the first, second and
third solutions o} the problem given the same initlal data.

Thus, when monitoring by the binary counting method is used, it
is possible to have a triple execution of the same section of a
program or of the entire program. Therefore, this method 1is
also called the binary-ternary counting method., The organiza-
tion of the binary counting method is extraordinarily simple
and does not require additional equipment. Even when malfunc-
tions are absent, however, the problem solution time is doub ed.
When malfunctions appear, it 1s increased even more. When this
method is used, systematic errors that are the result of fail-
ures or other causes are not detected.

The method of monitoring relationships and meaning checks uses
an indirect check of a computer's functioning by computing sev-
eral known relationships., For example, in computations of the
function sin «, the correctness of the coEputation can be
checked by computing the relationship sinc X + cos2 & = 1, The
basic advantage of the monitoring relationships method is the
possibility of discovering systematic errors with its help, As
a rule, it is used in combination with the binary counting
method.

Algorithmic monitoring is based on the use of truncated basic
problem solution algorithms (a truncated algorithm is an ap-
proximrte basic problem solution algorithm that is character-
ized by a shorter realization time in comparison with the com-
plete algorithm). If the solutions produced by the basic and
truncated algorithms differ insignificantly, it is decided that
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the computer is functioning correctly., For example, the exact
algorithm for solving differential equations utilizes the
(Runge-Kutt) method, while the truncated algorithm for solving
the same equations uses Buler's method.

Algorithmic monitoring makes it possible to check a solution

for the absence of gross errors. Its basic advantage is less

consumption of computer time for the monitoring process in com-~
parison with (for example) the binary counting method; the dis-
advantages of this method are its limited application, since it
15 not always possible to construct & truncated algorithm, and
the impossibility of complete detection of random malfunctions,

Another variety of program and logic monitoring is the method
of check sums., This method is mainly used to check the cor-
rectness of information storage in a computer's memory. The
essence of the check sums method is as follows. Let the trans-
mission cf some mass of numbers be monitored. In connection
with this, the sum of all the numbers in the mass has bein pre-
viously calculated. Counting is usually done modulo 2P-1 (n =
= length of the numbers). After the transmission is completed,
the check numbers are added and the result is compared with the
preliminarily computed cheek sum.

The Built-In Equipment Monitoring Method., This method is based
on the addition to a computer of special equipment that contin-
uously monitors the operation of the computer or its units dur-
ing the problem solution process. Such a monitoring system
construction does not reduce the computer's productivity for
all practical purposes, although it can increase the amount of
equipment substantially because of the inclusion of the moni-
toring device's in its composition. Built-in equipment moni-
toring systems are used in conjunction with special redundancy
codes, which makes it possible not only to detect errors but
also to correct them (when corrective codes are used).

Methods of monitoring codes for parity and variants of the

method of absolute value monitoring of numbers are most widely w“

used in built-in equipment monitoring systems [55].

The use of one built-in equipment monitoring method or another
1s decided upon during the development of the computer, and
when it is used in a control system with series-produced UVM's,
the choice of method is not left up to the system's developer.
For such computers, the built-in equipment monitoring system 1is
considered to be already given.

Combined Monitoring Methods. These monitoring methods are
based on a combination of programmed and equipment methods and
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make it possible to reduce both the amount of monitoring equip-
- ment and the monitoring time.
- is usuallyv the province of the equipment facilities, while the

nature of the malfunction (random or systematic) 1is analyzed by

the programmed monitoring method.
function can be corrected by using the binary counting method.

In such systems, error detection

For example, a random mal-

In this case, the time consumed by the monitoring process is
reduced because binary counting is performed only when a mal-

function is discovered,

In some computers, the combined moni-

toring method is realized in the form of program and logic mon-

itoring.

This method specifies that the monitoring devices,

which were added to the computer when 1t was being developed,
are not turned on continuously, but only periodically when a
B defect in the computer's functioning is detected by one of the

programmed methods.
method are also possible.

Other varieties of the combined monitoring
The inclusion in the computer of

special monitoring circuits is characteristic of all variants
of monitoring by the combined method.
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) 1 Go-
nee
(7).
Honoausteasnoe 06o-
pynosanue (%
ocHoBHOMY, . QGOPY- ,
nonamno)(Bs 0 0 i5+25
- Key:
C 1. Characteristics of moni-

toring systems
Computation monitoring
Program and logic

Testing

Equipment

Time consumed for monitor-
ing (percent of problem
solution time)

100 and more

Additional equipment (per-
cent of basic equipment)
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The monitoring of the operation
of any device, including a UVM,
is accomplished by introducing
different types of redundancy
that, in the end, result in en-
larging the amount of computer
equipment or the problem solu-
tion time. Approximate average
values of the additional time
and amount of monitoring equip-
ment for the monitoring of com-
putation correctness are pre-
sented in Table 5-1 for differ-
ent types of monitoring [12],

We should also mention here the
work that is being done to use
the principles of adaptation
not only to improve the basic
functional characteristics of
control systems with UVM's, but
also to improve the rellability
characteristics of such systems
[39,53]. At the present time
this area is in the process of
formulation, and requires the
performance of additional work
in order to derive engineering
techniques for calculating the
reliability of specific control
systems.
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Selecting the Monitoring System. The effectiveness of & moni-

toring system is evaluated by the coefficient of monitoring -
quality Ky(t), which is the probability of obtaining an error- -
less answer after monitored operation of the device (computer)

for time t.

By definition,
Ke(t) =1~ Per (), (5‘1)’*)
Here
P == qP(A) (5-15) -

is the probabilitK that the monitoring system will pess errors
through [36]. P(A) = probability of the appearance of errors
in checked and monitored devices (A = an event consisting of
the monitored operation of a device (ccmputer) with errors),

q = probability of the passage of errors by the monitoring sys-
tem.

After substituting (5-15) into (5-14), we have
Ki(t) =1 --gP(A). (5-16)

If we allow for the appearance of several errors simultaneous-
ly; that is, the appearance of errors with different degrees of
multiplicity, then

P = qiP(A) 1 P (A -+ .o ‘.‘qu+n,‘./)(:1ni—rr,\.)2
- . ntn, : _

== 1};3‘ qP (A, -

lz—(-nK

Koy = 1= X qP(A),

where i = degree of multiplicity of the error; n = number of
information representation bitsj ny, = number of check bits
(nk = 0,1,2’000)0

The values of P(A4) and q depend on the monitoring method that
is used and the equipment realization of the device (computer)
as a whole, The technigue for determining them is described in
sufficient detail in [36] and will not be presented here,

Monitoring quality coefficient K characterizes the functional
rel1ability of the output of information by a device (computer)
that is completely monitored, Actually, only part of the
equipment or the computations can be checked by the monitoring
system. For example, when two computers operating in the du-
Plex mode and solving the same problem are monitored, the

24
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operation of the result comparison circuit (see Figure 5-3) 1is

not monitored. For such devices, functional reliability --

the probability of obtaining correct information at the de-

vice's output -- will be determined by the quality coefficient
- of the monitored units and the probability of failureless oper-

ation of the equipment not covered by the monitoring system:

pg (f):"" Kx (t) /)nm(”l (5-17)

where Pp, = probability of failureless operation of the units
that are not monitored.

In addition to increasing the probability of the output of a
correct results, some of the types of monitoring -- primarily
equipnent and test monitoring -- also make it possible to re-
duce computer repair time when one of its individual units
fails,

- This last advantage 1s achieved by reducing the amount of time

it takes to search for the defect. Thus, in some cases the in-
troduction of monitoring mekes it possibie to improve such a
parameter of computer operational rellabllity as readiness fac-
tor Kr-

If we designate the average time between failures and the aver-
age repair time of a monitored device (computer) as T, and
Trep my Tespectively, then the readiness factor Kpy (Vhiich al-
lowg or monitoring) can be defined as

Ken=Tonl(Ton -+ Trep m ). (5-18)

- For systems with monitoring, the fulfillment of the following
- inequalities is typical:

‘I‘nm < Tu; Tre? m \< T"ep . (5-19)

The first inequality is caused by the introduction of the addi-
tional monitoring equipment; the second, by the monitoring sys-
tem's progerty of localizing sources of systematic errors
(failures) when the computer is operating, thereby reducing the
defect search time.

The operational reliability of computers with monitoring Pgp(t)

B is determined with a formula that 1s analogous to the formula
for determining the operational reliability of a computer with-
out monitoring:

Pop(t) = KoPe (8) = K Ky (£) Poa (1)- (5-20)

In order to select a monitoring system, it is usually necessary
to insure the fulfillment of an inequality of the type

25
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- Py () 3 Py (1 Ky Ky (5-21)

where Peo, K g = respectively, the given probability of obtain-
ing a co%rec{ solution (given reliability of obtaining a re-
sult) and the device's (computer's) gilven readiness factor,

If several monitoring systems satisfy requirement (5-21), the
system providing the maximum operational reliability value is
considered to be the optimum one. ‘

Thus, when condition (5-21) is fulfilled, the monitoring system
is chosen according to the criterion

L::n@x{FLAtﬂ,lr?L 2. ..., &, (5-22)

where g = number of compared monitoring systems; Pgg(t) = oper-
_ ational reliability of a computer with the control system des-~
ignated by number £,

In the class of programmed monitoring methods, in which the
choice of monitoring systems for ready UVM's intended for oper-~
ation in control systems for production processes is made, an
increase in the reliability of the information obtained is
achieved by increasing the solution time. In connection with
this, the possibility of introducing a specific monitoring sys-
tem must be solved not only with due consideration for inequal-
ities (5-21) and criterion (5-22), but also for insuring the
given cycle of operations in formulating the control actions.
In connection with this, it is required that

Tit 4 1< T, (5-23)

where Téot = problem solution time without allowing for time
spent in monitoring; Tx = time consumed for monitoring.

For a given problem, the value of T depends on the adopted
monitoring method and can be determ&ned by methods described in
Section 4.7, In the first approximation, 1t can be taken into
account as a percentage of the total solution time Ty,¢: that
s, T = *Tyot.

For monitoring that is temporally nonintegrated with the imple-
mentation of the basic assignments, the percentage of the total
solution time that is taken for monitoring in order to insure

the required reliability in obtalning results can be evaluated
with the empirical formula [12] .

P P

R where P(t) = probability of failureless operation during time t;

26
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Figure 5-12, Algorithm for selecting

monitoring systen.,

Beginning

Initial data for
selecting monitor-
ing system
Selection of UVM
according to con-
dition T 0% 2 Tof
Yes

No

Introduction of
redundancy
Fixation of NN of
UVM with T,.>
Determinatgan o
possible type of
monitoring
Determination of
{~types of moni-
toring

New UVM required
Instead of new UVM
with larger T,,

is possible tg de-
velop & new moni-
toring system
Selection of moni-
toring system ac-
cording to criter-
ion J

Fixation of type
of UVM

End

Pf = required reliability of obtaining results; k = normalizing

coefficient.

%= —InP(t) P (1 — Py
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taken as approximately equal to unity. From that,
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Thus, the technique for selecting a system to monitor the oper-
- ation of finished UVM's used in control systems can be as fol-

lows (Figure 5-12),

1. The following should be given as the initial data:
= reliability of the obtained result; b) Tyr = mean time be-
tween failures; c) Kié = readiness factor (or repair time

b

Trep If the rel

ility of the obtained result is not giv-

).
en, tﬁe probability of failureless operation P(t) can be used

_ as Pfg [36]-

2. For the selected type of UVM (see Chapter 4), the necessity
of introducing redundancy is determined on the basis of an

analysis of the inequality
To] << 7;Fv

where ng = mean time between failures of the j-th UVM from the
Cc

roup o
see Chapter 4).

omputers satisfying the other selection conditions

If condition (5-25) is not fulfilled, it is necessary to intro-
duce redundancy into the system; the type of redundancy is de-
termined both by the necessity of observing inequality (5-25)
and the special requirements that may be formulated in each

specific case.

3. On the basis of an analysis of the values of Pe(t) and K,
for the specific UVM chosen for use in a control system, the
question of the necessity of introducing a monitoring system is

asked (see condition (5-21)).

4, If condition (5-21) is not fulfilled, the monitoring systems
(or system) that can possibly be used in the UVM are determined
in the class of programmed monitoring methods, with due consid-
eration for the possible limitations caused by the specific na-

ture of the control system's operation,

5. For each UVM chosen according to other technical indices for

possible use in the control system under discussion, and for

each of the previously determined possible monitoring systems,

the values of Ki(t), PE?(t) and Kpp are found and the fulfill-
-2

ment of condition (5
checked,

-~ allowing for monitoring -- is

6. Tf, as a result of the introduction of a monitoring system,
condition (5-21) is fulfilled when several monitoring systems
are used, further selection is made with due consideration for

the fulfillment of inequalities

3 M
Tee < 1oy Q< Qj,

28
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where T = (T4 + Tyy)4 = problem solution time, allow-
ing fort%ﬁeiintrodgggign ofkéhg {-th monitoring system for the
j-th UVM; Qlj = (Q + Qxy)4 = required memory volume, allowing
for the {-th"monitoring s}stem for the j-th UVM; Q¥ = memory
volume allocated to the j-th UVM for problem solution,

7. If condition (5-26) is fulfilled for several monitoring sys-
tems, the choice of the monitoring system for the j-th UVM is
made according to criterion (5-22),

The engineering method of selecting a monitoring system that
was presented above is only part of the general UVM selection
technique for realizing given control algorithms with the help
of series-produced UVM's for general industrial purposes (see
Chapter 4).

As with the selection of a UVM, the problem of choosing a moni-
toring system is solved in stages, by the method of successive
approximations, which insures the fulfillment by the system of
- the given reliability characteristiecs. In connection with
this, the reliability requirements for the control unit (UVM)
can be determined from the condition of insuring the optimum
level of reliability for the given level of reliability of the
object and the units that link it to the computer (see Section
5.2). In this case, after the requirements for the control
unit's level of reliability are determined, the monitoring sys-
tem selection technique explained above is retained completely.

5.5. Effect of Reliability Indices on the Structure of an Auto-
matic Control System With a UVM

In the automation of technological processes and objects with
the help of UVM's, the two most widely used types of control
system structure formulation are centralized and hierarchical
{Figure 5-13). In the first case (Figure 5-13a), the UVM re-
‘ceives information xj from controlled objects 0, monitors
their mode, and in accordance with the control goals works out
control actions uy, which act on the objects through actuating
elements I0j. As™a result of the UVM's high operating speed
and large loglc capabilities, the number of control circuits n
can be extremely large. The use of such a structure means that
with the help of a single UVM controlling unit, the problems
involved in controlling many objects can be solved.

Centralization of control makes great demands on the computer's
z operational reliability, because if it goes out of order it
disrupts the control of an entire technological process or even
: production complex. The latter always leads to great econom-
¢ losses.,

29
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Figure 5-13. Structures of control systems with
UvM's,

Key:
1, UVM 3. Local regulator IR
2, Actuating element IO

A two-level hierarchieal system (Figure 5-13b) normally uses
local automatic units -- local regulators LRy -- on the lower
level and a coordinating UVM on the upper level. In such a
structurz, direct control is exercised by local regulators LRy,
The UVY coordinates their operation, optimizing the control
process as a whole, The UVM affects the process indireetly, by
changing the settings x ¢ 4 of the local regulators. In a hi-
erarchical system the rgquirements for the UVM's operational
reliabllity can be relaxed, because control does not cease 1if
1t goes out of order, but merely becomes nonoptimal., The costs
for this system are greater than for a centralized one, since
it is necessary to install local regulators in it. Besides
this, each such regulator will have limited reliability, which
will also lead to losses if the regulator goes out of order,

It can be assumed that when there is a large number of local
regulators, the increase i»: costs for installing them does not
compensate for the losses arising when a UVM.in a centralized
system goes out of order and during the time needed to repair
it. Tet us discuss the conditions where it is advisable to use
centralized and hierarchical structures in automatic control
Systems with UVM's [41], We will make our evaluation according
to the criterion of complete expenditures. In order to
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simplify the analysis, let us assume that all n control cir-
cuits are identical, the expenses for operating the systems are
also identical, and the unreliabllity of the actuating elements
104 can be ignored. The system operates cyclically; the dura-
tion of the cycle is constant and equals T..

We will use the following definitions: X = {X7,Xp,.e0sXp} =

= vector of the controlled object's state; U {u,Unyeeestty) =
= control vector; ch = {xlyc,xgyc,...,xnyc} vecto: of set-
tings (given values); B* = ¢(X,U*) = optimum value of the con-
trol functional (control efficiency); U* = optimum value of the
control vector; B = ¢(X,U) = current control efficiency value.

(L]

When a UVM in a centralized system goes out of order, the fol-
lowing situations are possible:

1. Immediate cessation of the controlled object's functioning;
losses wn are determined by the object's downtime and can be
evaluateg as a complete loss of effectiveness during the time
Trep Tequired to eliminate the defect:

Wy = B%T“P .

2. The system continues to function normally for some time af-
ter the UVM's failure and only then is there disruption of its
operation; in this case the object's behavior can change, de-
pending on the position of the actuating elements I104: a) they
remain in the same position they occupied at the moment of the
emergency tg; that is, U = Ups b) they change to an emergency
state characterized by the value U = Ueme.

In the second situation, loss
wy is composed of two parts
(}igure 5-14): in section t'

x(t) '

|
. ! it is proportional to the dif-
‘_////? | ference between the optimum and
o~ } | actual efficiency values; that
K t-—— is,
B e ——— wom (B B (5-27)
Trep o
Figure 5-14, Toward deter- In section t", parameter xj(t)
mining the loss when a UVM goes beyond its allowable lim-
fails, its -- x3(t)> X§ pay -- and lo-

cal shielding disconnects the
object {the losses wyo in this section are determined by a com-
plete loss of effectiveness):

Wyo == Bé},nl

Z 31

FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000100100029-8



APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000100100029-8

FOR OFFICIAL USE ONLY

The total losses for the second situation are
Wy =Wy - w = (B Bl) v B,

where t' + t" = T, and t}zgo w1 = B*Tpep.

When a UVM fails in a hierarchical system, control is not com-

pletely lost, but its effectiveness is reduced. As a result of
a fajlure, let it take the value Bp. In this case, the loss wo
from the loss of control optimality is

wa=(B:— B2) Trep .

As a rule, it is considerably less than the loss suffered when
a UVM in a centralized system goes out of order. The reduction
in the loss in a hierarchiecal system is achieved by increasing
its cost because of the presence of local regulators and the
additional losses caused by their unreliability. In order to
simplify the analysis, let us assume that Bf = B5 = B*, The
total expenses for centralized Wj and hierarchical Wy systems
can then be evaluated in the following manner:

W, = (B* — By) Ny + B*"hy + Cy; (5-28)
W= (B~ By) Tyeplo+ (b7 — i) hati + bitat + Co + ZCu (5-29)
ex] -

where Ay = intensity of UVM failures; bi = optimum efficiency

value of the i-th circult; by = nonoptimum efficiency value of
the i-th circuit; Ay = intensity of failure of the i-th local

regulator; Cy = cost of the i-th local regulator.

In order to simplify the analysis, let us assume that
bi:bn: .Cl'=cll: )'i=;‘nr l=1v:-2: ey fl-—*l. (5-30)

For the i-th control circuit (allowing for the possibility that
this circuit's regulator will go out of order), by analogy with
& centralized control system (Figure 5-14), ti = trep 1 - ti,
where tpep i = time for repair of the i-th regulator; ty = time
during which the i-th parameter does not ge beyond its allowa-

ble limits; tg = time during which the i-th parameter is beyond
its allowable limits, ;

In the first approximation, let us assume that ti=t'y 1=
= 12y40.40, :

Let us use the definitions uq = 1/Trepy Hp = 1/tpep 1 = inten-

sity of repair of the UVM and the 10cAl regulator, respective-
ly; it is then the case that
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M (B — BB, by == (B = B, B", (5-31)
where A7, A, = relative losses.

When (5-30) and (5-31) are taken into consideration, equations
(5-28) and (5-29) can be written as follows:

W, == B [Ahyf” == (o — £)] -= Cy; (5-32)

‘V':'_ B* [A'..';'OJYP‘O = Al}'nt’ = }'n (ll'y'r"n - l,)] + CO + ILC,,. (5-33)

Let us say that pgt' = ng, upt' = M, and substitute them into
(5-32) and (5-33): 02 Fn n

W= B {3 [l (1= 3]} Coi (5-34)

Wy = 8% (22 [1 — 7, (1 = 8)] + 832} 4 Co + C,. (5-35)

From (5-34) and (5-35) it follows that in the case of a hier-

archical system, the total losses will be less than those for a

centralized system only in the case where the following condi-
- tion is fulfilled:

Ll & oo (5-36)

This condition means that the local regulators' unreliability
must be substantially less than the UVM's unreliability. In
order that a hierarchical system be more efficient than a cen-
tralized one (Wy>W,), the local regulators' unreliability must
be

)-_n < (Aofite) {1 -=7ip (1 —'4,) — 3] — nC,/B*
“n L= (1 =3 '

- Let us find a graphic solution to equations (5-34) and (5-35),

} which determine the limit of the effectiveness of the use of
one structure or the other. We will use the definition

- (Ag/ug)/(Ap/uy) = &, where £ = relative unreliability of the

- cOmpu%er in cgmparison to the reliability of the local regulat-
ors,

Let us transform (5-34) and (5-35) in the following manner:

== WiB* == (ly ) (1 — 1, (1 — 4,)] + C,/B%. (5-37)
by = WoiB* == (b/p,) {(1:%) 1=, - A) -+ .
&)+ C,'B* -1 nC, B, (5-38)
33
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In Figure 5-15 we have plotted
the graphs of the relationships
?% = ¢1(8) and Y5 = ¢,(£), from
which it follows that as in-
creases, the losses in a hier-
archical system decrease in
comparison with those in a cen-
tralized one (£,7, %02y 503 =

= points where gﬁe losses 1in
both systems are identical):

Figure 5-15. Dependence of
effectiveness of centralized By =

- and hierarchical systems on '
the relative reliability of
the computer and the local
regulators,

L (1= &) (5-39)

P 1ol — A} — G (Mo87)

From (5-39) it follows that the
losses in a hierarchical system
Y are linearly dependent on the

L ;| number and cost of the local
I regulators, For a given level
l% of relative computer unrelia-

bility £4 and local regulator
00125 /,L/ i l Y
: | |
/ %
| il
|

cost C,, the number of control
01r

circui%s n can be chosen on the
basis of the solution of equa-
tions (5-37) and (5-38)., Fig-
ure 5-16 shows the results of

: this solution for three values

nd 0 2 of £ and Cp = constant,

l
A m @ a6l

Figure 5-16, Toward deter-

mining the number of local
regulators in a hierarchiecal

A hierarchical system will be
more effective than a central-
ized one if the number of con-

- system, trol circuits is my< njg (for
€1), np<npqg (for ’;1'2) and ny <
<Ny (for £;). The results obtalned are Gorrect only for Sys-
tem evaluatéd solely according to the criterion of total ex-
i penses,
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CHAPTER 6., MODERN UVM'S AND TRENDS IN THEIR DEVELOPMENT

asig
i

6.1, Principles of the Construction of Modern UVM's and a Brief,xﬂﬁﬁﬁf
Description of Them 47

n Despite the faet that the structures of various computers can

differ from each other, it is possible to distinguish two meth-
ods for building both UV

M's and general-purpose computers:
fixed and modular, q
///'/ vy (l) \‘\\\
Vs ﬁ i N\

Om odsexma |,/ lj ‘\ —_ I‘\ NG ofexmy '
i.l. u -
- u/wpa%zgu) 4t _3‘14\-! 7k // v8ux( 5) anrpangél) »

o) 4 %,
A A7) o
Figure 6-1. Diagram of UVM with fixed equipment struc-
ture.
~ Key:
- . 1. Control unit UU 5. Information output device
} 2, From controlled object and Wyv |
operator 6. To controlled object and op- i
3. Information input device erator : ;
v 7. Arithmetic unit AU 1
4, Memory P i i

When the first method 1s used, the structure of the computer's

equipment is rigidly fixed and its enlargement beyond whatever

was provided before when it was planned is impossible. The ;
communication 1links between the computer's separate units (Fig- ’
ure 6-1, where UVv = information input device, P = memory, UU =
= control unit, UVyv = information output device, AU = arithme-

tic unit) are also rigidly fixed. Construction of a computer !
with a rigidly fixed structure is regarded as the classical
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- computer construction principle. This principle has beun real-
ized in both first- and second-generation general-purpose and
control computers., The basic advantage of computer construc-
tion with a fixed equipment structure is the relative Simplici-

ty of organizing information processing,

This makes it possi-

ble to have a comparatively simple computer control unit, which

in the final account leads to simplification of the equipment

realization of the computer as a whole. The disadvantage of
the fixed structure is the impossibility of expanding beyond a
certain limit the volume and nature of the problems that can be

solved.

As a rule, in the case of evolution of solvable problems toward
greater complexity, systems built on the basis of computers
with a fixed equipment structure require complete replacement

- of the computing equipment.

The second method of constructing computers is characterized by
the absence of rigid fixation of the structure of the hardware
from which the computer is assembled, Only the equipment in
the computing unit -- the processor, which is the heart of the

computer -- is fixed on a certain level,

In order to produce

- . computers with different productivity rates, a whole series

(family) of processors with different oper
ing developed. The peripheral equipment,

ating speeds are be-
including information

input and output devices, external memories, and units for com-
municating with operators, are not rigidly fixed and can be
changed within wide limits., A characteristic feature of such a
structure is the use of speclal devices for linking the sepa-

rate units (parts) into a unified system,

These coupling de-

vices are called input-output channels. Such a channel is a
control unit that insures commutation and communication of the
peripheral equipment with the computer's nucleus.
channels are used: selector (SK) and multiplex (MK
are categorized as selector or multiplex depending on their
ability to serve several peripheral units simultaneously.

Iwo types of

A selector channel is used to transmit or receive information

at a given moment to only one peripheral device or from one of

the peripheral devices connected to it. Until its work with
the one peripheral device has been completed, the others must
stand idle or perform auxiliary operations that are not econ-
nected with the information trunk, which is occupied by the op-

erating device at that time.

A multiplex channel is intended for alternate use by several

peripheral devices operating in parallel.
- mission between the peripheral devices and

Information trans-
the memory is car-

‘! ried out with the help of comparatively brief communication
periods during which a small amount of information is passed.
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The communication periods between the different peripheral de-
vices and the memory alternate with each other.

As a rule, a computer is '@guipped with both selector and multi-
plex communication channels, Selector channels provide the
highest information transmission rates, so the relatively high-
speed peripheral devices (magnetic drums, disks and tapes) are
connected to them.

Thus, this principle of computer construction assumes the use
of a processor with a certain productivity rate and a set of
peripheral devices and an operational memory that correspond to
this rate, Such computer organization is typical of modern,
third-generation computers. The method of buillding computers
from separate units is called modular construction.

K ohenry u anepcigpy (9 )
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Figure 6-2, Diagram of UVM built according to the mod-
ular principle.

MK

Key:
1. To controlled object and L4, Multiplex channel MK
operator 5. Operational memory OP
2, Input-output devices UVV 6., Selector channel SK
3. External memory VP 7. Processor Pr

When the modular construction method 1s used, the separate
functionsl units are realized in the form of independent mod-
ules that are combined in the required quantities and types to
form the computer. In essence, when the modular principle is
used we should speak not of a computer, but of a computing sys-
tem. Figure 6-2 1is a structural dlagram of a computer built on
the modular principle: UVV = input-output devices; MK, SK =
multiplex and selector channels, respectively; OP = operational
memory; Pr = processor; VP = external memory.

The use of the modular construction principle yields particular-

ly tangible results in a UVM, since control systems must be open
to constant evolution., This is inevitable as experience in
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operating control systems and knowledge of the process or ob-
ject being controlled are accumulated, Hardware modulariza-
tion makes it possible to insure the equipment adaptability of
a control system under changing operating conditions.

A control system's capabilities can be expanded or it can be
modernized either by simply adding equipment to the controlling
part of the system, or changing the composition of the modular
units of which it is comprised, or changing to new modular
units from the same family of modular computer hardware that
are more productive, have a larger memory capacity, and so on,

The realization of the modular principle of computer construc-
tion is based on the standardization of both internal and ex-
ternal communications. Communication standardization is in-
sured by fulfilling the conditions of physical and mathematical
compatibility of the modular units in the system, Physical
compatibility presumes the organization of information trans-
mission between the system's units by signals having strictly
defined parameters., Mathematical compatibility is taken to
mean the information and program compatibllity of computers
composed of modular system units with different productivity
rates, Information compatibility presumes unified encoding of
information for all the units making up the modular system, As
a result, some day encoded data can be processed by a computer
composed of any units in a given family of modular hardware,
Program compatibility presumes the possibility of using pro-
grams written for one computer in all the other computers be-
longing to the same family,

6.2. Soviet Modular Hardware Systems

In our country, the idea of modularization in computer con-
struction was most fully embodied in the development of the two
series of computers called the ASVT (Modular System of Computer
Technology) and the YeS EVM (Unified System of Electronic Com-
puters)., The computers in these series not only have different
technical characteristics, but are also used for different pur-
poses.

The ASVT is primarily oriented for use in control systems, in-
cluding those for the control of technological processes and
objects.

The YeS EVM 1is intended for use in computer centers, for the
solution of both a varilegated series of computational problems
and data processing problems. The computers in this system can
also be used in automated organizational and administrative
control systems on different levels and for different purposes,
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YeS EVM system computers do not have facilitles for direct com-
munication with a controlled object.

The following installations are created on the basis of ASVT
computers: 1) integrated systems for the automatic monitoring
and control of technological processes and separate technical
- objects in different branches of industry; 2) automated control
systems for shops, industrial enterprises, electric power sta-
tions, and power systems; 3) automated queuing systems; 4) ent-
- erprise computer centers, and so on.

ASVT UVM's are realized in the form of two systems: ASVI-D and
ASVT-M, The ASVT-D system is composed ¢ discrete semiconduct-
ing elements, but has the same structure as third-generation
: computers, ihe ASVT-M system is realized from micromodular el-
. ements and is a further development and improvement of the
ASVT-D computers.

Let us examine the operating principles and structure of ASVT-D
- series computers, since the first use of the modular construe-
tion principle in Soviet practice was in this system.

An ASVT-D computer consists of units that perform the following

- operations: 1) central information control and processing
(processors); 2) information storage (operational and external
memories); 3} communication with the controlled object; 4) com-
munication with the operating personnel; 5) input from informa-
tion carriers (punched cards and punched tape) and output on
them; 6) intrasystem (intracomputer) communication; 7) output

_ on communication links outside the system.

Information compatibility is realized by standardizing the unit
of information transmitted among the elements. The unit nor-
mally adopted for use is the byte, which equals eight binary
digits (bits). A byte can be used to encode 256 messages
(pleces of information) or two 10-digit numbers, By providing
a byte with a single check bit, it is possible to monitor the
information transmission channels for parity. Two bytes form a
half-word. Two half-words form a word. It 1s also possible to
use double-length words (64 bits), The smallest addressable
unit of information in an ASVT-D is a byte. The address of
each word in the memory 1s determined by the address of the
byte to the extreme left. The length of the word used to per-
form an operation is ‘given in the command that is being execut-
ed. The total addressable information capacity in an ASVT-D
system is about 17 Mbytes, which makes it possible to solve a
very broad circle of both scientific and technical and produc-
tion problems.
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Physical compatibility is realized by regulating the signals'
parameters and standardizing the intrasystem communications.
There are three types of such standardized communications in
the ASVT system. Fach of the types of communication is called
- a rank. Depending on the number and purpose of the communica-
tlon links they contain, ranks are divided into linkages. The
direction of the linkage 1s indicated by a special separation
of them into central and peripheral sides. Figure 6-3 shows
the structure of the standardized communications in an ASVT-D
computer. .
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Figure 6-3, Structure of standardized ASVT communica-

tions,
Key:
- 1. Standardized communica- 2. Rank .
- tions 3. Linkage ..

Rank 1 communications are intended to connect units with an in-
tensive exchange of information (the processor, operational
memories, memory-shielding devices). The maximum rank communi-
catlon distance i1s 1-10 m, Information is transmitted in paral-
lel. Information from different sources is passed into a com-
mon trunk, The moments for the transmission of information in-
_ to the trunk from the individual sources are determined by a
special control circuit that is part of Communications Rank 1.
Information reception from the trunk by separate units in the
computer is accomplished with the help of the associative indi-
cator carried by each informational word passed into the trunk.

Communications Rank 2 is used to unite devices with a less in-
tensive type of information exchange., These links conmnect the
processor and the input-output units. The method of transmis-
sion over Rank 2 is byte-by-byte, in parallel. Each byte is
provided with additional service signals that define its pur-
pose. Communications Rank 2 is subdivided into Linkages 2a, 2C
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and 2K, As is the case with Communications Rank 1, Linkage 24
- has a trunk structure. Linkage 2C is intended for the organi-
. zation of radial connection of the individual elements, At
- each moment, one of the external units can be connected to the
communication system. Linkage 2K is used in serles ASVI-M com-
puters (the M-6000 complex). The Communications Rank 2 system
is organized on an asynchronous principle and provides informa-
tion transmission in response to an inquiry signal.

Communications Rank 3 is used to transmit information over long
distances (up to 15 km). The method of transmission over the
links in Rank 3 1s sequential. The unit of transmitted infor-
mation is the binary digit (or bit). The rate of transmission
is 5,000 bits/sec. Since the transmitted information is moni-
tored, its effective transmission rate (without allowing for
the transmission of the monitoring and service information) is
2,000 bits/sec. The transmission channel is a special three-
wire cable, :

Two types of processors -- specialized and general purpose --
are used for centralized information control and processing in
an ASVT-D computer,

A specialized processor is one that insures the processing of
comparatively small masses of information (solving simple sci-
entific and technical problems, primary information processing,
and so forth), It can also be used in complicated computer
complexes. The characteristic feature of specialized process-
ors is a combination of information processing functions with
functions for exchanging information among the input-output de-
vices. In order to accomplish these functions, the processor
has outputs into Linkages 14, 1B and 24,

A general-purpose processor is used to solve complicated con-
trol problems (such as optimization, technical-economic and
operations-production planning, material and technical supply
control), In general-purpose processors, communication with
operational memories is carried out over Linkages 1A and 1B,
while communication with the information input-output units is
accomplished through multiplex channels that are part of Link-
age 2A, Each multiplex channel provides communication with up
to 16 input-output devices.

The ASVT-D system features an M-1000 specialized processor and

. M-2000 and M-3000 general-purpose processors, Possible cir-
cuits Tor connecting speclalized and general-purpose processors
to internal (operational) memory units and input-output units
are shown in Figure 6-4a, b and ¢, where 1A, 1B and 2A = link-
ages of Ranks 1 and 2; US-1M = Communications Rank 1 unit;
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Figure 6-# Structure of
M-1000 (a) M-2000 (b) and
M-3000 ()’ complexes,

Key:
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Communications Rank 1
unit US-1M, US-1
Operational memory OP
Memory-protection unit
UZP

Permanent memory PP
M-1000 specialized pro-
cessor SPr

To peripheral gear
M-2000 and M-3000
general-purpose process-
ors UPr

Multiplex communications
unit UMS

S5Pr = specialized processor;
OP, PP = operational and perma-
nent memories, respectively;
UMS = multiplex communications
unit; US-1 = Communications
Rank 1 unit; UPr = general-
purpose processor; UZP =
memory-protection unit,

The ASVT-D gystem provides for
program compatibility of all
general-purpose processors.

The specialized M-1000 process-
or 1s program-incompatible with
other processor models,

For the practical realization
of program compatibility of
different models of processors,
it is necessary to insure their
functioning with that set of
peripheral gear specified in a
program,

The general software contains
programs for realizing individ-
ual utilization modes, package
processing, and multiprogram
and multiprocessor modes. The
first stage of the automated
programming system, as realized
in the ASVT-D, specifies: 1)
an upper-level external algo-
rithmic language (ALGEK) that
is a subset of ALGOL-60 and
that has been expanded through
the introduction of additional
means that make it possible to
describe documents, masses of
documents, and the processes
for handling the information in
them quite easily; 2) a middle-~
level computer~oriented lan-
guage (ALMO); 3) a library of

standard subprograms for solving the most typical computation
and control programs,

The ASVT's operational system realizes the following programs

2

for controlling the computation process: 1) interruption; 2)
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memory allocation during a multiprogram operating mode; 3) mem-
ory protection; 4) operating time assignment; 5) control of the
input-output process, and others.

As a rule, all the operating system's programs are stored 1n
the permanent memory. For the future, it has been proposed
that the software be expanded substantially by using transla-
tors with other external algorithmic languages and a disk oper-
ating system (an operating system on magnetic disks). The lat-
ter should be used primarily in an ASVT-M system.

The ASVT-M system includes: a) M-6000, M-7000, M-400, M-%000,
M-4030, and M-5000 UVM's (complexes); b) M-6010 and M-40 micro-
program automatic control units.

According to the nature of the input information that 1s used
and the output information that is formulated, ASVT-M series
UVM's can be divided into two classes:

1., UVM's for processing (in real time) input and formulating
output information in the form of electrical signals of a dif-
ferent type (M-6000, M-7000, M-6010, M-400, and M-40). The
UVM's in this class are primarily intended for use in control
systems that are on the level of complex technological process-
es and objects, as well as production facilities and shops. In
a minimal configuration they can collect, process and present
information in digital form through special input-output de-
vices (keypunch machines, printers and teletypes).

2, UVM's for processing (in real time) input and formulating
output information in digital form. In comnection with this,
the input information is entered in the UVM either by an opera-
tor through input-output devices or through a lower-level UVM,
Information output is performed analogously. Higher-level con-
trol systems are built on the basis of computers of this type.
Higher-level UVM's include the M-4000 (the first version of the
ASVT-M system), M-4030 and M-5000 complexes.

A large set of commands, a modern software system, and the
presence of means for processing alphanumeric information make
it possible to use higher-level ASVT-M computers of different
types as a basis for forming automatic production control sys-
tems, and they can also be used to process data in enterprise
computation centers.

Figure 6-5 depicts the logiec structure for a type M-4030 UVM,
where AU = arithmetic unit; SOP = supernormal memory; BMK =

= microcommand block; IPU = technical control panel; MK, SK =
= multiplex and selector channels, respectively; PK, PL =
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1. Operational memory blocks
2. Processor Pr
&. Arithmetic unit AU
. Control unit UU
5. Microcommand block BMK
6. Direct input-output and
control
7. Supernormal memory SOP
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9. Channels
- 10. Control panel PU
11. Multiplex chamnel MK
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Input from punched cards PK
Magnetic disk storage con-
trol unit UUNMD
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Figure 6-5. Structure of ASVT-M M-4030 complex.

Magnetic tape storage con-
trol unit UUNML

Adapter to M-6000

To M-6000

Output on punched cards
Magnetic disk storage NMD,
Magnetic tape storage NML,
Channel-channel adapter
To input interface of
another UVM

Input from punched tape PL
Output on punched tape
Alphanumeric printer

To SK of another computer
Input-output interface ex-
pander RIVV

Display panel EP
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= punched cards and punched tape, respectively; UUNMD, UUNML =
= magnetic disk (NMD) and magnetic tape (NML) storage control
units, respectively; K-K = channel-channel; RIVV = input-output
interface expander; EP = display panel; PU = control panel;
A.Ts = alphanumeric printer.

From the plan that has been presented it is obvious that the
structure of an M-4030 UVM completely matches that of a
general-purpose computer, The only special device is the unit
for communicating with ASVT-M M-6000 complexes. The basic spe-
cifications of the M-k030 control complex are presented in
greater detail in Appendix 6.

ASVT-M series UVM's of the M-6000, M-7000, M-6010, M-400, and
M-40 type differ substantially from their predecessors --
ASVT-D and ASVT-M (M-4000, M-4030) series computers -- in both
logic structure and technical characteristies. These computers
belong to the small UVM class (mini-UVM's),

6.3, Mini-UVM's

The problem of the effective utilization of computers in dif-
ferent automated and automatic control systems can be solved in
two ways. The first way presumes the use of high-productivity
computers operating in a time-sharing mode and servicing a con-
slderable number of users. The second way consists of using a
large number of small computers (mini-UVM's), In connection
with this, it is necessary that the volume of each problem to
be solved does not require the use of large computers. In many
cases the use of small computers -- particularly for solving
production process control problems -- is preferable, since
they are easier to acquire and maintain, while the one-time ex-
penses for organizing control systems based on them are signif-
icantly less than those for large computers,

In a number of cases, a large number of calculations are simply
not required for the solution of control problems. Such prob-
lems include the logic problems that are very often encountered
in control systems, the sorting and primary processing of in-
formation, and others., The use of small computers or computa-
tional systems composed of several small computers can also
prove to be economically advantageous in comparison with the
use of medium- or high-productivity computers, since a comput-
er'ifprodu%tivity is approximately proportional to the square
of its cost,

Despite the fact that we cannot delineate clear boundaries be-

tween large, medium and small computers, it can be assumed that
the following parameters are typical for minicomputers: 1)

L5
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word length (word format) -- 8-16 (18) bits; 2) a binary number
system; 3) operations on numbers with a fixed decimal point; k)
an operational memory volume of from (2-4)K to (32-64)K words;
) a wide assortment of connectable input-output devices; 6)
time for performance of basic arithmetic operations -- 1.5-4%
_ psec or less; 7) low cost and high reliability for the minimum
i computer configuration; 8) small size.

The cost of small computers is reduced and their reliability is
increased by reducing the word length of the information being

processed, simplifying the command system, and using a process-
or to control the information input-output units, :

For all practical purposes, the first control minicomputer in
the world was the Soviet UMI-NKh type UVM, which was developed
in the mid-1960's, Minicomputers received their greatest de-
velopment in connection with the changeover to a micro-
electronic element base, In this case, the basic requirements
for computers of this type, as outlined above, can be satisfied
most fully. Since minicomputers have extremely good prospects
as control computers, let us discuss in more detail the struc-
ture, construction features and technical characteristics of
the most typical Soviet control minicomputers. Computers of
the "Elektronika K-200" and M-6000 (ASVT-M system) types are
characteristic representatives of Soviet control minicomputers,

The Elektronika K-200 Minicomputer. This control computer is
built on a microelectronic base and is oriented for use in com-
plex integrated, optimal and logic-program control systems, as
well as enterprise computation centers (for preliminary infor-
mation processing). Figure 6-6 is a dlagram of this computer,
with PU = control panel; UK = monitoring units AU = arithmetic
unit; SOP = high-speed memory; TsUU = central control unit;
SchK = command counter; RgK = command register; BPRP = program
interrupt unit; OP, PP = operational and permanent memories,
respectively,

Special features of this computer's structure are the presence
of a special, built-in input-output control block (BUVV), which
provides multiplex and selector modes for exchanging informa-
tion with peripheral gear, and the use of the permanent memory
unit to store programs for solving functional control problems.
The presence of a permanent memory for storing functional con-
trol problem solution programs makes it rossible to use the
faczt operating speed of the units in the computer's operating
part more efficiently and thereby makes the realization of the
control programs in real time easier. Thus, a UVM of the Elek-
- tronika K-200 type can be used in the programmed automated ma-
chire mode., The latter is most often realized when the comput-
er is used to control production processes,

L6
FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000100100029-8



APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000100100029-8

FOR OFFICIAL USE ONLY

mafman_izuzns(L) .70. ( 2D
Y/

r__[—_é—m 124 ! !
o
@

gany N

i !
| I
| i
] i
; 4
! |
! I
e
! NI
|
| |
]
I
i
! i
J :
L

L . ]
_____ D el b —

[ G
(16)m. w17y

_ Figure 6-6., Structural diagram of Elektronika K-200 UVM,

Key:

1. Main memory 9. High-speed memory SOP

2. Control panel PU 10. Command counter SchK

3. Permanent memory PP com- 11, Command register RgK

mand block 12, Program interrupt unit BPRP

4, Monitoring unit UK 13, Operational memory OP block
5. Processor Pr 1%, Input-output control block
6. Arithmetic unit AU BUVV

7. Permanent memory PP number 15. External interrupt signals
block 16, Multiplex channel MK
8. Central control unit TsUU 17, Selector channel SK

As in many third-generation computers‘ in the Elektronika K-200
it 1s possible to expand the computer's capabilities by enlarg-
ing the capacity of the operational memory (from 1K to 16K with
512 -word blocksg and the permanent memory (from 3K to 16K with

N 2K blocks), Each block in the operational memory has inputs
for internal and external exchanges of information.

Special design features of this computer are the use. of hybrid
microcircuits with element-by-element duplication and the divi-
sion of the computer's control panel into two parts:! 1) an in-
ternal adjusting and monitoring panel; 2) a working panel, into
which lead the minimum number of control elements that will in-
sure the computer's operation in the normal operating mode.
Access to the adjusting and monitoring panel is blocked by a
special key, which makes it possible to prevent random inter-
ference in the computer equipment's operation by nonspecialists
w?en (for example) the computer is operating under shop condi-
tions.
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mation in Elektronika K-200 tion; KO = operation codej PZ =

computer. = indieator of transferrence
Key: into high-speed memory's regis-
1. Commands ter; PA = address indicator;

2. Modification indicator M PK = channel indicator; m, n =
3. Operation code KOP = high-speed memory's address
. Transferrence indicator register; Ny = address in

Pz block; N, = channel address;

5. Address indicator PA Neom = complete address; ZN =
6. Arithmetic ="character cell,

7. Channel iricator PK

8. Input-output The Elektronika K-200 UVM is

9. Cell exchange equipped with external software
10, Nonarithmetic that uses a general-purpose

11. Numbers M-220 computer as a programming
12, Character cell ZN computer, The external soft-

ware includes a modeling pro-
gram of the Elektronika K-200 computer's system of commands

which makes it possible to adjust the programs outside the ﬁVM.

The results of the adjustment -- altered vrogram cards ~- are
entered in the computer's permanent memo:y, Besides this, in
the computer there are provisions for the use of an autocoder
and a library of standard subprograms, as well as a series of
other service and utility programs,

An Elektronika K-200 UVM is equipped with an extensive set of
peripheral gear, which makes it possible to form different
standard complexes using this gear as a base. The equipment
composition of a standard complex is determined by the condi-
tions of its utilization in the system,
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In the information mode, the standard complex contains: a) the
UVM itself (processor, internal memory); b) up to 8-16 ATsPU's
[alphanumeric printerj; ¢) digital input-output (printer,
photodiode reader, tape punch); d) an operational memory of up
to 8,000-16,000 words and a permanent memory of up to 4,000
words, . .

In the adviser mode, the standard complex contains: a) the UVM
itself (processor, internal memory); b) up to 2-4 ATsPU's; c)
an analog-to-digital "current-to-code" converter; d) a unit for
visual depiction of information on a cathode-ray tubej; d) an
operational memory of up to 2,000 words and a permanent memory
of up to 6,000 words.

In the control mode, the standard complex is made up of: a)
the UVM itself (processor, internal memory); b) 1 or 2 ATsPU's;
¢) analog-to~-digital and digital-to-analog converters; d) a
permanent memory of up to 8,000-16,000 words.

Other complexes can also be formed on the basis of the standard
ones.

The Type M-6000 ASVT-M Complex. The set of aggregate modules
in the ASVT-M M-6000 is used to make up, according to plans,
autonomous information and control computer complexes that op-
erate in real time and are characterized by comparatively sim-
ple information processing algorithms,

As with other minicomputers, the M-6000 uses the binary form of
number representation, with a fixed decimal. The basic command
and information representation form is the half-word (16 bits);
it is also possible to operate with whole words (32 bits). The
structure of command and numerical information presentation is

shown in Figure 6-8.

The processor executes 72 commands., All commands are divided
into three groups: address (AK), register (RK) and input-
output (VV). There are also provisions for operation according
to special subprograms with numbers having a floating decimal,
as well as the processing of symbol-type %alphanumeric) infor-
mation.

One special feature of the M-6000 minicomputer is the possibil-
ity of operating with accelerated performance of multiplication
and division operations. For this purpose, a special circuit
called an arithmetic expander (RA) is introduced into the pro-
cessor, Thus, if the execution of multiplication and division
operations takes 190 and 480 musec, respectively, without the
expander, with it this time is reduced to 50 usec for multipli-
cation and 60 usec for division.

49
(| FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000100100029-8



APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000100100029-8

FOR OFFICIAL USE ONLY

' ——
a)
01234567 800upgns  papmn (1)
(2) (3)
W([/pyn/)a AK I%,] Adpeean 'mnmh___J Adpecwwe vomands (L)

() (6) ‘ )
[f/wma PK | Ko musponowand ‘J Pezycmpabote KovardsK7)
(8) (9) (10)
Wnﬂaﬁﬁ Kﬂz? enepayins | Adpec 488 ] * Komauds 6300-Gubode (11)
8
$2) (13) o
: I—/[ Yueao - 55| Moo {ecnalian gopwa)
) 123 (13) (5
¢ . ]3')0” Yuce ‘5 Crnofp (crequanshni mapna//l;
: (16ax _maumucce 8 )3rar,_nopstd 19)
B ’[ “Manmucea (17) J{ i Toamdare |y ]

Yueaa € mabaroed  3anRmol
 (odpadamsbaremen 10 naﬁnﬂaqoaﬁls‘%O)

Figure 6-8. Structure of presentation of command (a)
and numerical (b) information in ASVT-M M-6000 com-

, plex. ,
Key:
1., Bit positions 12, Sign
2. AKX group 13. Number
&. Address part 14, Half-word (basic format)
. Address commands AK 15, Word (special format)
5. RK group . 16, Sign of mantissa
- 6. Microcommand codes 17. Mantissa
7. Register commands RK 18, Exponent
8. VV group 19, Sign of exponent
9. Operation code 20, Numbers with floating deci-
10, Address of input-output . mals (processed with sub-
unit programs )

11. Input-output commands VV

Analogous expanders are also used in the information input-
output system (input-output expanders = RVV), These expanders
make it possible to increase the number of channels, with the
help of which a significantly greater number of peripheral de-

' vices (input-output units = UVV) can be connected to the system.

I Thus, if without the expander it is possible to connect 8 per-
ipiicral devices, when 1, 2, or 3 expanders are used, this num-
ber increases to 22, 38, or 54, respectively (Figure 6-9).

A1l connections of peripheral gear with the processor are made
with the help of a standardized 2K linkage, which is realized
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Figure 6-9, Block diagram of connection of input-
output units to M-6000 computer's processor,

Key:
1, Linkage for connecting 6.
channels
2. Increment channel 7.
a. Interface cards IK .
. Arithmetic expander RA 9.
5. Input-output units UVV 10,

- 11,

Direct memory access chan-
nel KPDP

Processor Pr _
Operational memory OP
Permanent memory PP

2K linkage

Input-output expander RVV

in the form of a control circuit that is connected to the pro-
cessor or the input-output expander.
interface cards (IK), which also connect the processor to the
input-output devices, are provided for each of the channels,
Special matclilag units are provided in order to match the
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signal levels during transmission from the external unit to the
processor and vice versa.

- In addition to transmitting information through the processor

in the M-6000, there is also a channel for direct access to the

memory (KPDP) that makes it possible to enter and transfer in-

formation directly into the operational memory (OP) without

loading the processor (and to receive and transfer information

- from the OP into one of the peripheral units)., However, con-
trol information is transmitted only through the processor.
This type of input-output unit connection is called connection
to the program channel. The KPDP's data transmission rate is
up to 400,000 words/sec.

The general structure of the peripheral gear for the ASVT-
M-6000 complex is shown in Figure 6-10. :

On the basis of the processor and the peripheral gear, it is
possible to put together both specialized and 24 standard and
basic complexes.

The composition of the equipment, the logic structure of the
connection of the units, and the configuration of the first five
complexes are presented in Appendix L,

In order to increase the productivity or vitality of the system,
a multiprocessor operating mode is provided for in the M-6000.

Special matching units can be included in the M-6000 complex in
order to connect it to other types of processors in the ASVT-M
.system and to computers in the YeS EVM system.

The software system provides for the following operating modes:
program preparation, program debugging, solution on an unnatural
time scale, multiprogram operation on a real time scale, pre-
ventive maintenance and searching for defects.

The programming automation system provides for the use of the
ASVT-M-6000 mnemonic code and the FORTRAN and ALGOL-60 (or, to
be more precise, a dialect of ALGOL-60) external languages., The
appropriate translators are provided for the purpose of trans-
lating programs from these languages, For the future, it has
been proposed that the system's capabilities be expanded by in-
cluding other languages (BEYSIK, in particular) in it in order
tc insure operation in a dialog mode with the operator. In ad-
dition to the external languages, the ASVT-M (M-6000 complex)

~ programming automation system includes a library of standard
problem-oriented programs.,
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Figure 6-10, Structure of peripheral gear for ASVT-M

M-6000 complex.

Key:

1. Unit for input from

punched tape based on
FS-1501 (rate of input =
= 1,500 lines/sec)
SID-1000 data display sta-
tion (capacity = 1,024
symbols; number of sym-
bols = 96)

Unit for output on punched
tape based on PL-150 (rate
of output = 150 lines/sec)
2K linkage

S1GDa symbol and graphic
information display sta-
tion

Unit for printing techno-
logical information based
on APM-3M (printing rate =
= 10 symbols/sec)
Oscillograph tie-in unit
Unit for printing from
keyboard, based on Konsul-
260 (rate of printing = 10
symbols/sec)
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9'

10,
11.

17.

Timer (maximum interval
= 0.5 sec; discreteness
= 64 usec

Analog signal commutator
(16-1,02% points)
Magnetic disk storage unit
based on R40l1A unit and
four R401B units
Input-output unit based on
T-63 teletype

Discrete information output
complex

Discrete information input
complex

Analog-to-digital direct-
current converter (-5 to
+58; 24 or 100 conversions/
/sec)

Input-output unit based on
Konsul-260, SP-4P and
PL-150 perforator
Analog-to-digital direct-
current converter (0-58, O-
108; 50,000 conversions/sec)
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The ASVT-M operating system (the M-6000 complex) provides for
operation in the mu%tiprogram and operator-dialog-with-computer
modes. Besldes this, the software system provides for the exe-
cution of a number of other operations (accounting for current
time, carrying out assignments for starting and stopping pro-
grams at a given time and at given intervals, automatic output
and output by request of needed information on the operator-
technician's panel, turning on diagnostic programs and test
problems, and so forth),

The M-7000 system is a further development of the ASVT-M system.
Its basic technical characteristics and the structure of its
three basic complexes are given in Appendix 5.

6.4, Basic Trends in the Development of UVM's

We make this evaluation of the basic trends in the development
of UVM's from the viewpoint of the changes in their architec-
ture, equipment reallzation, software, and areas of application.

In general and on the whole, the structure or architecture of
modern UVM's corresponds to that of general-purpose computers.
As is the case with computers, the principle of modularization
is used with UVM's; that is, the use of a central processing
unit with a freely formulated periphery. As has already been
mentioned, the use of a nonrigid structure makes it substantial-
ly simpler to solve problems relating to a control system's evo-
lution toward greater complexity and improvement of the algo-
rithms.

In order to satisfy the productivity requirements, a program-
compatible series of processors are being provided that are dis-
tingulshed by their high operating speed and make it possible

to work with different numbers of external units and operational
memory blocks,

In connection with the appearance of organization and adminis-
trative control problems related to the processing of large
masses of data, efforts have been made to expand the concept of
the control computer into the class of data-processing comput-
ers. This attempt is manifested most clearly in the creation
of complexes of modular hardware capable of solving control
problems on different levels, beginning with the control of ma-
chinery and ending with the solution of organizational and ad-
ministrative control problems,

Along with the development of sufficlently powerful computers,

we should expect constant improvement and increases in the out-
put of small control computers capable of solving the problem
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of creating local control systems as quickly as possible and
with comparatively small expenditures. In view of the fact
that a very large proportion of the assignments in control sys-
tems involve the collection, simplest processing, and presenta-
tion of information, small UVM's should also be constructed
with a nonrigidly fixed peripheral gear structure, In contrast
to high-productivity computers, small UVM's are not built in

- the form of a series of program-compatible processors with dif-
ferent productivity levels. As far as the methods used to con-
nect and operate peripheral equipment are concerned, their
structure fully reflects the structural design of third-

* generation modular systems. We should expect that this trend
will also be preserved in the future,

It is possible to point out yet another characteristic feature
of the structure of small UVM's. All of these computers are
built so they can operate in the multiprocessor mode. Two
goals are pursued in connection with this: 1) increasing
(where necessary) the productivity of such a system; 2) in-
creasing the operational reliability of the system's control
section through various forms of redundancy.

The latter problem is solved particularly well by the use of
small computers, which make it possible to build highly relia-
ble control systems at a sultable cost.

The equipment realization of UVM's reflects the attempt to im-
prove the operational reliability of computers and reduce ma-
terial consumption and size while retaining thelir relatively
fast operating speed. These goals have been achieved by a
changeover to the use of integrated elements and large-scale
integrated circuits (BIS), In connection with this, because of
the improvement in technology there was not only an improvement
in the reliability of a computc¢r as a whole, but also a reduc-
tion in its cost, which is a factor of no 1little importance for
the technical and economic substantiation for the use of any
control, system with a UVM.

In the mid-1970's, the developers of control and information-

processing systems had at their disposal a new class of hard-
- ware characterized by the use of BIS's with a degree of inte-
gration of several thousand elements in a single monolithie
circuit. BIS-based units for processing information received
the name of microprocessors and microcomputers.

The Microprocessor. A microprocessor 1s a program- Or
microprogram-controlled processor realized with one or several

BIS's., The classes of microprocessors that are distinguished
- are multipurpose and specialized.
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In multipurpose microprocessors, the information processing al-
gorithm 1s completely determine& by an external program stored
in the permanent or semipermanent memory blocks,

A specialized microprocessor is used to solve problems of a
single type, so 1ts operating program is realized by the equip-
- ment method, Such a decision mekes it possible to build ex-
tremely high-speed information processing devices.

- The basic purpose of microprocessors is to make up micro-
computers and special circuits for local information processing
in different units and systems such as digital regulators,
measuring instruments and so on,

Structurally, microprocessors consist of: 1) an independent
unit fitted with a connector, with the help of which it can be
connected to functional units with different purposes; 2) modu-
lar elements that can be used to build processors for micro-
computers with different capacities.,
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Figure 6-11, Generalized block diagram of a micro-

K processor,
ey:
1, Condition instruction 8. Exchange control buffer
2, Arithmetic-logic unit ALU BSkhUO
3. Working registers RRg 9. Interruption processing
L, Condition indication cir- circuit SOP
cuit SkhIS 10, Control circuit SkhU
5. Common registers ORg 11, External control
- 6. Common line 12, Input-output
- 7. Stack (magazine) memory 13, Interrupt signals
- StP 14, Clock frequency

Figure 6-11 is a generalized block diagram of a microprocessor,
where ALU = arithmetic-logic unit; ORg = common registers;
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StP = stack (magazine) memory; BSkhUO = exchange control buff-
er; SOP = interruption processing circuit; SkhU = control cir-
cuit; SkhIS = condition indication circuit; RRg = working re-
glsters.

One special feature of the structure of a microprocessor 1s the
extensive use of registers for both buffer storage and organiz-
ing indirect addressing when working with a large-volume opera-
tional memory; another is the presence of a register magazine

(stack) memory for storing subprograms, tables and other infor-

mation.

Microprocessors are built to process words that are h, 8, 12
and 16 bits long. The time required to perform short opera-
tions is 1-10 usec.

Table A7-1 gives the basic specifications of several types of
foreign microprocessors [65], We should mention here the trend
toward greater complexity in the functions assigned to micro-
processors and the convergence of their specifications with
those of minicomputer processors.

The Microcomputer. A microcomputer is a program-controlled,
structurally complete computer that is composed of a micro-
processor set of BIS's, operational (OP) and permanent (PP)
memory blocks, and control units.

The term "micro" reflects the fact that at the present stage of
hardware development, computers of this class are as light and
small, consume as little power, and cost as little as possible,
It should be mentioned, however, that the productivity of
microcomputers is also low,

The characteristic features of microcomputers are: 1) realiza-
tion of all functional units with BIS'sj; 2) maximally simple
organization of information processing, using a single-program
mode and specialized programs entered in the permanent memory;
3) a)small number of information presentation units (up to 16
bits).

A generalized block diagram of a microcomputer is presented in
Figure 6-12, where MPr = microprocessor; ZG = master clock;
BSOD = data exchange buffer; BSPA = address transmission buffer;
OP, PP = operational and permanent memories, respectively;
SxhVV = information input-output circuit.

In microcomputers, the PP is used to store functional problem

solution programs, while the OP is used to store the original
data, intermediate calculations, and results, Both the OP and
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v __ the PP are realized on the bas-
1) y is of BIS's, The use of a BIS-
based PP to store programs de-
termines the effectiveness of
microcomputers in large produc-~
tion runs; that 1s, in systems
for mass use,

Structurally, a microcomputer
has the. following form: 1) a
system assembly %plate) fitted
with a connector so it can be
connected to elements of the

N

ptei ot (8) common circult of which the
microcomputer is a component
Flgure 6-12, Generalized part; 2) an autonomous unit
block diagram of a micro- equipped with a monitoring and
computer, control panel.
Key:
1. Microprocessor MPr The small dimensions, light
2. Master clock ZG weight, and low power consump-
a. Data exchange buffer tion and cost mean that micro-
. Address transmission computers can be widely used in
buffer BSPA control systems that previousl
5. Operational memory OP used a rigidly fixed ("closegd"
6. Permanent memory PP logic.
7. Information input-output
circuit SkhVv : In the field of control, micro-
8. Input-output computers exert their greatest

influence on changing the prin-
ciples for designing local automatic units by expanding their
capabilities substantially and, consequently, extending their
areas of application. At the present time, the following pros-
pective areas for the use of microcomputers can be delineated:
1) automated systems for monitoring and controlling technologi-
cal processes and installations; 2) communication control sys=-
. tems; 3) multiprocessor computer systems; 4) information-
- measuring equipment; 5) control systems and units for domestic
use; 6) controlling peripheral blocks for general-purpose and
control computers, .

Table A8-1 gives the specifications for several types of for-
elgn microcomputers [65].

Jt should be mentioned that although control system algorithms

are relatively small in volume, they must be realized on a real
time scale. This requirement substantially complicates the use
of computers with slow operating speeds in control systems for

technological processes and objects., Therefore, we should also
expect a further increase in the operating speed of UVM's,
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UVM software has followed a path from the very simplest system

for controlling a sequence of operations according to a program
written in a machine-command language and realized in computers
with a fixed structure all the way to extremely complex systems
for organizing information processing in a multiprogram mode in
modular systems of computer hardware.

As with general-purpose computers, problem-oriented languages
together with a programming automation system are used exten-
sively in UVM's, For all practical purposes there is not a
single UVM that is not equipped with some kind of programming
automation system.

Although in the 1960's such systems were based on machine-
= oriented languages, at the present time there is a tendency to-
. ward greater use of problem-oriented languages with differen-
tiation of the areas of application.

At the same time, the use of external software based on pro-
gramming computers or even programming in computer commands 1is
typical of small UVM's, The latter 1s implemented primarily
for UVM's operating in control systems for technological pro-
cesses that have relatively uncomplicated information-
processing algorithms and great stability when problems are be-
ing solved.

In view of the fact that there does not exlst a general-purpose
language for programming control problems, there 1s a tendency
toward the development and use of special languages that meet
the requirements for the solution of specific control problems
in the best possible fashion. This tendency will apparently al-
so be preserved in the future, At the same time, we should ex-
pect wider use of standard languages such as FOR%RAN, ALGOL and
COBOL, because as the areas of utilization of these languages
expand, thelr penetration into systems for programming control
assignments is inevitable., Naturally, for this purpose it 1s
necessary to include in the standard ianguages the series of
operators needed to enter the operations that are specific for
control assignments,

There is a well-known joke: '"software tries to load all the
accessible memory and time of a computer." In this joke, which
was formulated as "Parkinson's Third Law," there is a very
large grain of truth., Therefore, both now and in the future we
- should expect to see it manifested to a greater degree, and we
are already seeing a tendency toward the realization of an op-
- erating system's assignments by means of adding equipment.
Such a solution is particularly essential for UVM's operating
on a real time scale, because 1t makes 1t possible not only to
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reduce the volume of the memory, but also to increase computer
productivity substantlally by eliminating from the computation
cycle the use of the slow peripheral units on which an operat-
ing system's programs are usually realized.

The areas of use of UVM's are extremely broad. The area in
which they are most used is organizational and administrative
control systems. On the average, 1t can be assumed that of 100
percent of the UVM's used in control systems, 70-80 percent are
used in different types of automated organizational and admin-
istrative control systems and only 20-30 percent are used in
systems for controlling technological processes. This trend
will apparently be meintained in the near future. The basic
reason for such a ratio is the relatively low reliability of
modern UVM's,

Since a control system for technological processes and objects
is realized in the form of automatic systems, the reliability
of these systems' control units must be extremely high. It is
also quite difficult to realize the requirement of operating on
a real time scale, In automated control systems, these re-
quirements are less stringent, Besides this, the greatest ef-
fect is achleved by the use of general-industrial-type UVM's in
an automated organizational and administrative control systenm,
since the problems solved by them require the processing of
large volumes of information according to comparatively complex
algorithms, the realization of which is impossible without the
use of computers, The use of small UVM's to control technolo-
gical processes should be expected in ever greater volume.

With the appearance of highly reliable mini-UVM's and micro-

computers, the area of utilization of control computers will

shift more and more into the area of automatic systems and lo-
- cal automatic installations.

In conclusion, we should point out yet another area of UVM use,
Using UVM's as a base, it is comparatively simple to realize
digital-analog complexes (TsAK), Such complexes contain analog
and digital (control) computers. TsAK's are used most effect-
ively to work out algorithms for digital control systems, In
connection with this, as & rule the analog computer is used to
model the controlled object (or process), while the digital
unit realizes the control algorithms. Such TsAK's are realized
relatively simply on the basis of UVM's, since the latter have
devices for communicating with the object as part of their
makeup,

Similar TsAK's make it possible to carry out laboratory process-
- ing of algorithms of the most complicated control systems with

60

FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000100100029-8



APPROVED FOR RELEASE: 2007/02/08: CIA-RDP82-00850R000100100029-8

FOR OFFICIAL USE ONLY

UVM's and this, in the end, leads to a substantial shortening
of the amount of time needed to introduce control systems as a
whole,
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